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Summary Highlights 
 
CGCM Simulations:  Simulations have been conducted with the updated atmospheric model 
(NSIPP1 AGCM).  Interannual variability is weak and biennial.  Short simulations (5-10 years) 
were conducted to test the sensitivity of ocean SST to mixed layer parameters, the 
implementation of the surface mixed layer and to the eastern Pacific wind stress formulation. 
 
Tier 1 Forecasts:  Routine 12-month forecasts conducted monthly with 9-member ensembles. 
 
Tier 2 Forecasts:  Routine ensemble forecasts conducted monthly over Tier-1 forecast SST and 
IRI consensus SST forecast.  The latter are contributed to IRI multi-model consensus forecast. 
 
Predictability Studies:  Nine 70-year AMIP-style simulations (1930-1999) have been conducted 
for use in predictability studies.  Other predictability studies have focused on the impact of SST 
from different ocean basins on the atmospheric response during the 1982/83 and 1997/98 El 
Niño winters. 
 
AGCM-LSM Experiments:  Intermodel comparisons of the strength of land-atmosphere couplings 
included NSIPP, COLA, HadAM3 and CCM3 models.  Intermodel differences appeared to result 
from differences in the treatment of boundary layer processes and moist convection.  Analysis of 
soil moisture initialization and its impact on seasonal forecasts has continued using AMIP-style 
ensembles and forecast simulations.  The extent to which the initialization improves forecasts is 
mixed. 
 
Ocean Data Assimilation:  The assimilation system has been updated to include the global 
subsurface temperature observations and to process data from the GODAE server in Monterey.  
A salinity adjustment scheme cross-validated with independent measurements in the equatorial 
Pacific has been shown to improve the temperature and zonal velocity estimates as well as 
salinity.  The EnKF development has proceeded to include bias estimation and tests of altimetric 
data assimilation. 
 
Land Data Assimilation:  An ensemble Kalman Filter (EnKF) has been implemented for the land 
data assimilation system and compared with the extended Kalman Filter (EKF) developed by 
NSIPP science team members Jeff Walker and Paul Houser.  The EnKF performs as well as the 
EKF with only 4 ensemble members and can account for a wider range of model errors.  The 
EnKF thus appears to be a more promising approach to soil moisture initialization. 
  
AGCM development:  Development has proceeded with the NSIPP2 AGCM which includes a 
prognostic cloud condensate scheme as well as a shallow convection/PBL entrainment 
parameterization scheme.  Comparisons with ISCCP observations are encouraging.  In addition, 
parameter sweeps were undertaken in the NSIPP1 AGCM to identify factors controlling the 
formation of double ITCZs.  Highly efficient convective precipitation (i.e., rapid auto conversion 
and weak rain re-evaporation) exhibits a pronounced double ITCZ while low efficiency produces 
a single ITCZ.  
 
LSM development:  Tests of the catchment model have continued as part of PILPS-2E.  Other 
developments have focused on the improvement of run off generation through improved 
treatments of storm flow and base flow. 
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AGCM Simulations:  Simulations at 0.5 degree resolution have been initiated.  The first 
experiments were short simulations of the 1997/98 El Niño and 1998 La Niña.  Water vapor 
distributions were realistic.  These simulations were conducted to demonstrate the feasibility of 
conducting global simulations at the resolution often used for regional climate models. 
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Background 

Understanding and predicting seasonal-to-interannual climate variations is a primary goal within 
NASA’s climate research.  The NASA Seasonal to Interannual Prediction Project (NSIPP) has 
been established as a core research and development activity at the Goddard Space Flight Center 
(GSFC) to develop the use of existing and planned remote observing systems together with in 
situ observations for experimental predictions of seasonal-to-interannual climate variations.  By 
focusing on the application of remotely sensed observations, NASA expects to make unique 
contributions to the USGCRP, CLIVAR and GEWEX international research programs.   
 
The NSIPP approach is based on the premise that coupled ocean-atmosphere-land general 
circulation models (CGCMs) offer the best prospect for predicting tropical sea surface 
temperature (SST) anomalies and of extending the prediction of global precipitation and 
temperature anomalies.  The NSIPP CGCM is comprised of the NSIPP1 atmospheric model, the 
Poseidon quasi-isopycnal ocean model and the Mosaic land surface model (LSM).  Coupled 
simulations are run routinely at 2 degrees for the atmosphere and 1/3 degree for the ocean.  Finer 
resolution AGCM simulations, both 0.5 and 1 degree, are being run experimentally. 
  
NSIPP produces routine experimental ENSO predictions of SST for the tropical Pacific region 
by assimilating subsurface temperature observations.  The SST from these predictions is used to 
force coupled atmosphere-land (Tier 2) ensemble predictions.  Ensembles allow the 
characterization of the uncertainty of the forecasts.  Categorical Tier 2 forecasts are presented on 
the world wide web. 
 
Developments in ocean data assimilation to improve the characterization of model background 
errors have been a focus for NSIPP.  In particular, we have undertaken the development and 
implementation of multivariate techniques needed when only subsurface temperature and/or 
surface height observations are available.  In the coming year we will include the T-S correction 
scheme and sea surface height observations in the initialization of the coupled forecasts.  Tests of 
the ensemble Kalman filter with the global model will be conducted. 
 
Land data assimilation has also been one of NSIPP’s priorities and for this we have maintained a 
close collaboration with our science team.  In the coming year we will begin testing the impact of 
land surface initialization on Tier 2 forecasts. 
 
NSIPP will continue to examine the predictability of El Niño and other major climate variations 
on seasonal-to-interannual time scales and the predictability of extra-tropical signals.  During the 
year we have begun two collaborations of special note:  participation in the Earth System 
Modeling Framework (ESMF) consortium, and participation as a NOAA/OGP/CDEP Applied 
Research Center (ARC) to contribute to IRI and NOAA/NCEP/CPC operational forecasts. 
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Summary of Activities, January 2001 – January 2002 
 
1.  CGCM Experiments 
 
CGCM experiments have been conducted to explore the dependence of coupled model SST 
biases on ocean model parameters (penetrating short wave radiation, mixed layer parameters, 
vertical mixing) and on the coupling in the eastern equatorial Pacific.  Cold biases in the 
subtropical and midlatitude SST led us to test the sensitivity both to artificial low level cloud 
(fog) and to the floor value used to calculate evaporation.  However, we were not able to reduce 
the bias, but rather found a large sensitivity to some of the constraints imposed on mixed layer 
entrainment.  This led us to reformulate the representation of the mixed layer in the model.  
Instead of defining the topmost layer of the model to be the mixed layer, the mixed layer depth 
(MLD) was diagnosed from a Sterl and Kattenberg (1994) implementation of the Kraus-Turner 
formulation and then used merely to define the depth over which enhanced mixing was imposed.  
Forced ocean simulations were used to assess the model performance in terms of MLD and near-
surface ocean structure composed with ocean surveys.  A multi-decade coupled simulation has 
been re-initiated in early 2002. 
 
 
2.  Forecasts 
 
2.1 Tier-1 forecasting system for 2001-2002 
 
During 2001, the tropical Pacific surface temperatures were colder than normal in the east and 
warmer than normal in the west and central Pacific, especially after May 2001.  This cold ENSO 
signal was associated with an intensified mean Walker circulation with a negative annual mean 
zonal wind stress anomaly on the equator from 170E to 80W.  Annual mean wind stress was near 
normal from 140E to 170E.  However, strong westerly wind bursts occurred over the western 
Pacific after May 2001 compensating for the stronger than normal easterlies observed before 
May 2001.  The strongest of these bursts was observed in December 2001.  
 
These wind bursts were accompanied by weak warm Kelvin waves that were not able to affect 
the eastern Pacific surface until the December event.  When subsurface temperature anomalies in 
the western and central Pacific were as large as 6°C.  These anomalies propagated eastward.  A 
similar subsurface evolution was observed in 1991-1992 without a significant ENSO event and 
in 1997-1998 El Niño with a major ENSO event.  
 
The 2001 ENSO forecasts with the NSIPP v0 system were consistently calling for a weak 
warming of the eastern Pacific that never occurred (Figure 2.1).  This behavior can be attributed 
to a warm subsurface temperature anomaly in the western Pacific present in the initial 
conditions.  The model propagated this anomaly eastward with a decreasing amplitude.  
 
The NSIPP v0 forecasting system (with latest initialization for this report being January 2002) 
suggests that no ENSO event will occur during 2002.  This evolution is based on the formation 
of negative subsurface anomalies that result in a premature end to the El Niño evolution as was 
observed during 1991-1992.   
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Figure 2.1  Ensemble forecast of Niño 3 averaged temperature anomalies (blue thin lines) versus the observed 
anomalies for year 2001. 
 
2.2 Analysis of the CGCM v0 Forecast System (Tier 1) 
 
The optimal configuration for an ENSO forecasting system is a good model of the phenomenon 
itself and a realistic forecast initialization.  How good a model it has to be and how close to 
reality it has to be initialized is still unknown.  Currently, the weakest aspect of ENSO 
forecasting with coupled general circulation models seems to be the inadequate representation of 
the phenomenon itself.  Most coupled models, when allowed to evolve freely for decades, show a 
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weaker ENSO signal with shorter time scales than observed.  In fact, in many cases not only the 
interannual variability but also the mean climate and annual cycle are deficient. 
 
The CGCM v0 underestimates both amplitude and extent of SST anomalies along the equator 
(Figure 2.2).  The weakness of the simulated surface ENSO signal is related to a weak signal 
subsurface (Figure 2.3).  For both observations and simulation the maximum subsurface 
temperature variability is found in the mean thermocline, but the amplitude of simulated 
anomalies is about half that of observations.  The two first EOFs of subsurface temperature 
anomalies describe the role of the ocean during evolution of an ENSO event.  The second EOF 
leads the first by 9 months for observations and 7 months for the model.  Temperature anomalies 
first appear in the western Pacific at the level of the mean thermocline and then propagate 
eastward towards the eastern Pacific surface following a path defined by the mean thermocline.  
The faster timescale for the transition between EOF2 to EOF1 of the simulated temperature 
anomalies indicates a shorter mean periodicity for modeled ENSO events.  Indeed, the dominant 
timescale for the model ENSO is quasi-biennial in the CGCMv0.  It is worth noticing that the 
model signal in the western Pacific is much weaker than observations.  This is perhaps due to a 
weaker atmospheric forcing resulting from the weaker SST anomalies in the eastern Pacific.  
Such a bias should not be very important for ENSO forecasts because data assimilation initializes 
the western Pacific with the correct temperature anomaly.  However, if the amplitude of this 
signal cannot be maintained while it propagates eastward then the negative impact on a forecast 
is clear. 

 
 
 

Figure 2.2  Standard deviation of Sea Surface Temperature anomalies.  The upper panel is computed using the 
Reynolds observations, the lower from NSIPP’s CGCMv0.  
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Review of the adjustment to the free coupled climate and of the forecast performance. 
 
The current initialization procedure of the NSIPP forecast initiates two, possibly interacting 
adjustments.  First, the ocean model adjusts from its initial state, which contains information 
from the real world, towards its own dynamical representation of this world.  This adjustment 
can be defined by an experiment where the ocean model evolves in forced mode from an 
assimilated initial state.  Secondly, when the atmospheric and ocean models are coupled, errors 
in boundary layer representation play a significant role in producing an unrealistic mean climate 
and variability.  We have shown previously that initialization of the ocean state by assimilating 
TAO temperature increases the prediction skill of interannual SST anomalies.  To compensate 
for the coupled adjustment (drift), the anomalies are defined as departures from the mean drifting 
forecast (annual cycle and mean state) as proposed by Stockdale (1997). 
 
The evolution of the mean Niño 3 average SST and the evolution of the standard deviation of 
anomalous SST as a function of forecast lead time are presented in Figures 2.4a and 2.4b 
respectively.  The mean Niño 3 SST of the coupled model is almost identical to the observed for 
the first month after initialization.  It then undergoes a rapid cooling until the 6th month after 
which it remains constant.  Further evolution of this quantity is expected as the mean Niño 3 SST 
of the free coupled model is 26 degrees Celsius i.e., very close to the observed value (Reynolds 
and Smith, 1995).  Figure 2.4b shows that the standard deviation for each month after 
initialization is initially stronger than observations but then drops rapidly reaching the level 

Figure 2.3a  Top panel:  standard deviation of temperature 
anomalies along the equatorial longitude vs. depth plane, 
Middle panel:  first EOF of temperature anomalies along 
the equatorial longitude vs. depth plane and Bottom panel:  
second EOF.  The NCEP ocean analysis. 

Figure 2.3b  Same as Figure 2.3a for the NSIPP 
CGCMv0 simulated temperature field. 
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found in the free coupled model at about 7 months after initialization.  Thus the mechanisms 
responsible for weak SST anomalies in the free coupled model act on short time scales.  
 
 
 

 
 
Figure 2.4b  As for 2.4a, but for the standard deviation of temperature anomalies averaged over the Niño 3 area. 

Figure 2.4a  Evolution of the mean annual SST average over the Niño 3 area as a function of lead time from 
initialization. 
 



                                                                                                   9  

2.3 AGCM-LSM (Tier 2) Forecasts 
 
Two sets of Tier 2 forecasts are produced routinely every month and posted at 
http://nsipp.gsfc.nasa.gov.  Each is an ensemble of four-month runs of the atmosphere-land 
model using prescribed, forecast SSTs.  The two sets are conducted with NSIPP and NCEP Tier 
1 forecast SST respectively.  The latter set is comprised of 9 ensemble members and are 
contributed to the IRI multi-model consensus forecast.   

 
 
3.  Predictability Studies 
 
3.1 Tier 2 Predictability with the NSIPP AGCM 
 
Our focus this year has been on the analysis of a number of long AMIP-style runs.  These consist 
of nine 70-year simulations (1930-1999) forced with observed sea surface temperatures.  We 
have also carried out several simulations with idealized SST.  These consist of runs with 
perpetual ENSO warm or cold conditions (to examine the non-linearity of the response to 
ENSO), and runs forced with the 2 polarities of the dominant low frequency (> 6years) pattern of 
SST variability (Figure 3.1).  The latter is a pan-Pacific anomaly pattern that appears to play an 
important role in the development of long term drought in the United States Great Plains. 
 
We have continued our analysis of northern winter variability, focused on distinguishing 
between the variability that is forced by the SST and that variability that is internal (or free) to 
the atmosphere.  We showed that rotated EOFs are a useful tool in that regard, and should help to 
better isolate the forced variability in the observations, especially on monthly time scales. 
 
We have also carried out a detailed analysis of the nature of the differences in the atmospheric 
anomalies during the 1982/83 and 1997/98 El Niño winters. A large number of simulations were 
carried out with SST anomalies confined to different ocean basins to help clarify the importance 
of the SST in different locations as well as to determine the importance of the memory of the 
initial atmospheric conditions. 
 
3.2 Predictability:  Comparisons With Other AGCMs 
 
An on-going collaboration with Arun Kumar at the National Centers for Environmental 
Prediction (NCEP) centers on the northern summer seasonal prediction problem.  Our current 
work compares the predictability of the zonally-symmetric and asymmetric components of the 
flow during summer and winter in both the NCEP and NSIPP models.  The results highlight the 
importance of the zonally symmetric flow during the northern summer. 
 
A collaboration with David Straus of COLA involves a comparison of several different models 
(NSIPP, NCEP and COLA) with a focus on the variability and predictability of seasonal means 
during the transition seasons.  The analysis attempts to extract the variability that is most 
predictable based on a method that maximizes the signal to noise ratio.  The results show rather 
striking differences between the spring and fall seasons. 
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Figure 3.1  Top panel:  The correlation between the leading low frequency (time scales longer than 6 years) pan 
Pacific SST principal component (PC) and the low frequency ensemble mean precipitation for the period 1930-
1999. Bottom panel: Same as the top panel, except for the ENSO SST PC computed from the residual (total-low 
frequency) SST fields. 
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4.  Coupled AGCM-LSM Experiments 
 
Our studies of land-atmosphere interaction have progressed substantially this last year, as 
indicated by the following summary. 
 
a.  Soil moisture memory.  The paper describing our work on what controls soil moisture 
memory (summarized in last year's report) has been revised and is now published (Koster and 
Suarez, 2001). 
 
b.  Our intermodel comparison of the strength of land-atmosphere coupling (introduced in last 
year's report) has been extended to four models, and a paper describing the results has been 
accepted for publication in the Journal of Hydrometeorology (Koster et al., 2002).  The main 
result of the study is shown in Figure 4.1.  Plotted for each of the four models is the global field 
of a derived coupling index that varies from zero, signifying no coupling strength, to one, 
signifying a very high coupling strength.   The NSIPP model appears to have the highest 
coupling strength of the four.  The study does not attempt to evaluate the relative realism of the 
models, since real-world values of coupling strength are unknown; rather, the idea is to present 
the intermodel differences as an indication of current uncertainty associated with the modeling of 
coupled processes.  The intermodel differences appear to result from differences in the treatment 
of boundary layer processes and moist convection. 

 
Figure 4.1  The degree to which precipitation generation is tied to surface conditions for four different GCMs.  To 
produce the plot, each modeling group generated an ensemble of one-month July simulations, with each ensemble 
member forced to maintain the same (spatially-varying) time series of land surface states.  The coupling index is 
related to the degree of coherence in the precipitation signal amongst the ensemble members.  (Ocean effects are 
subtracted out via supplemental ensembles.) 



                                                                                                   12  

c.  The main focus of our work in 2001 has been the analysis of soil moisture initialization in the 
NSIPP Tier 2 system and its impact on seasonal forecasts.  For each boreal summer during 1997-
2001, we generated two 16-member ensembles of 3-month simulations.  The first,  “AMIP-
style”, ensemble establishes the degree to which a perfect prediction of SSTs would contribute to 
the seasonal prediction of precipitation and temperature over continents.  The second ensemble is 
identical to the first, except that the land surface is also initialized with “realistic” soil moisture 
contents through the continuous prior application (within GCM simulations leading up to the 
start of the forecast period) of a daily observational precipitation data set.  A comparison of the 
two ensembles shows that soil moisture initialization has a statistically significant impact on 
summertime precipitation and temperature over a handful of continental regions, as indicated in 
Figure 4.2.  Furthermore, our analysis shows that these locations could have been predicted 
ahead of time by diagnostically identifying regions with (1) a tendency toward large initial soil 
moisture anomalies, (2) a strong sensitivity of evaporation to soil moisture, and (3) a strong 
sensitivity of precipitation to evaporation (Figure 4.3).  This approach to identifying regions of 
impact prior to making forecasts may have relevance to other forecasting systems.  The extent to 
which the initialization actually improves the forecast is mixed; improvement is seen in some 
years but not in others.  The focus of research in 2002 will be a thorough investigation of this 
mixed performance. 

 
Figure 4.2  Composite maps showing the locations where, in a series of ensemble forecast experiments, June 1 soil 
moisture initialization had a significant impact, at least once during the 5 years studied, on JJA soil moisture (top), 
JJA precipitation (middle), and JJA surface temperature (bottom).  Significance is at the 99% level. 
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Figure 4.3  Product of three quantities related to soil moisture's impact on precipitation: (1) characteristic size of 
initial soil moisture anomaly, as measured by the standard deviation of total June 1 soil water (in units of degree of 
saturation); (2) slope of the evaporation ratio versus soil moisture relationship; and (3) convective fraction.  Because 
all three quantities must be large for soil moisture initialization to affect subsequent precipitation, their product is a 
crude measure of the potential for such an impact.  The locations where the product is large do, in fact, agree with 
the patterns shown in the middle plot of Figure 4.2.   
 
 
d.  Research into the impacts of interannually varying vegetation phenology, described in last 
year's report, has been completed, and a paper describing the results has been submitted to the 
Journal of Hydrometeorology (Guillevic et al., 2002). 
 
5.  Ocean Data Assimilation 
 
5.1 A Hierarchy of Systems 
 
NSIPP is currently testing three ocean data assimilation systems (ODAS), each with increasing 
degrees of sophistication in the sequential estimation hierarchy.  The three systems are univariate 
optimal interpolation (UOI), multivariate optimal interpolation (MvOI), and the ensemble 
Kalman filter (EnKF).  For the UOI, only temperature data are assimilated and only temperature 
is corrected directly by the assimilation procedure.  For the MvOI, all components of the ocean 
state (temperature, salinity, currents, sea surface height) are corrected directly by the assimilation 
even if a single variable, such as temperature or sea surface height, is assimilated.  For the MvOI, 
the error statistics, both level of error variance and structure of covariances, remain fixed 
throughout the assimilation cycle.  The error statistics for the MvOI have been estimated from a 
single snapshot of an ensemble of ocean runs.  In contrast, the EnKF uses the evolving spread of 
an ensemble of ocean states to estimate the evolving multivariate error statistics. 
 
5.2 Univariate Optimal Interpolation – Correcting Salinity 
 
Assimilation of temperature data has improved the quality of ocean state estimates used to 
initialize the coupled model forecasts conducted by NSIPP.  Nonetheless, deficiencies in the 
density field are still present.  One of the main reasons for such deficiencies is related to the fact 
that salinity is not analyzed and its effect on the density field is not negligible.  We have 
implemented the scheme of Troccoli and Haines (1999, hereafter TH99) to correct salinity even 
though only temperature observations are assimilated.  Salinity increments are derived from a 
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scheme that uses the analyzed temperature along with the model temperature and salinity to 
preserve the model's water masses.   
 
The scheme was cross validated with independent measurements of temperature, salinity and 
zonal velocity from TAO servicing cruises (Johnson et al, 2000).  Two experiments were 
performed:  a) only temperature updated (TOI) and b) both salinity and temperature updated 
(TOIS) with salinity increments given by the TH99 salinity scheme.  For reference, a third run 
with no data assimilation (CNT) was conducted.  The effectiveness of the salinity scheme is 
reflected not only in a better salinity field but also in improved zonal velocity and temperature 
fields.  In particular, a root-mean-square difference (RMSD) analysis with respect to 
observations in the Niño4 and Niño3 regions shows an average improvement, of TOIS with 
respect to TOI, of 57% in the salinity field and of 32% in the temperature field in the upper 900m 
(Figure 5.1a-d).  Also, the zonal velocity field is improved by an average of 17.5% in the upper 
450m where observations are available (Figure 5.1e-f).  The scheme is now being used for global 
assimilation of all available temperature profiles.  
 
 
 

 
 

Figure 5.1  RMSD between the three model runs (TOI, TOIS and CNT) and observations as a function of depth for 
the 35 transects analyzed by (Johnson et al, 2000) grouped in Niño4 (a,c,e) and Niño3  (b,d,f).  Temperature RMSD 
(a-b), salinity RMSD (c-d) and zonal velocity RMSD (e-f).  
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5.3 MVOI – Validation and tests of the robustness of the covariance estimates 
 
We have estimated model forecast error statistics by Monte-Carlo techniques from an ensemble 
of model integrations generated by forcing the ocean model with an ensemble of air-sea fluxes.  
An important advantage of using an ensemble of ocean states is that it provides a natural way to 
estimate cross-covariances between the fields in the context of the governing dynamical 
balances.  This initial implementation attributes all of the ocean model forecast error to 
uncertainties in the longer time scale surface flux anomalies, since differences between the 
ensemble members were due to atmospheric internal variability. 
 
A cross-validation was conducted for the MvOI as for the UOI.  Results were broken down by 
hemisphere since the salinity structures are different on either side of the equator.  From the 
RMS errors between the model runs and CTD data shown in Figure 5.2 it is evident that while 
both UOI and MvOI brought the temperature field closer to the observed, only the MvOI 
improved the salinity as well.  However, the improvements are not as marked as for the UOI 
with salinity adjustments presented earlier.  Different ratios of observational to forecast error 
variance were used in those experiments so the results require closer scrutiny. 
 
The error covariance matrix of the MvOI was expressed in terms of empirical orthogonal 
functions (eofs) which offer a way to compactly store the matrix and isolate the leading 
directions of variability and possibly further reduce the dimension of the problem.  How well 
does a particular set of eofs estimated from an ensemble of snapshots represent the dominant 
error subspace?  Does this subspace vary significantly with season or exhibit interannual 
variability?  To answer these questions we projected an ensemble of ocean state anomalies at an 
arbitrary date onto a given set of eofs and analyzed the residuals.  If the residuals from the 
projection (i.e. that portion of the “signal” that is not in the space spanned by the eofs) are noise-
like, this means that the eofs captured the significant information regarding the model error 
covariance structure. 
 
We examined the residuals using several sets of basis eofs and several sets of states projected 
onto these bases.  Our analysis indicated that the model error covariance matrix could be 
represented by a reduced set of eofs, allowing for an efficient analysis and that the covariance 
estimates appear to be robust in that the model error covariance structure does not exhibit 
significant seasonal or interannual variations. 
 
We are now in the process of implementing this methodology for the global model.  In doing 
this, we are exploring ways to most efficiently and effectively generate the ensembles and keep 
the ensemble size small.  We are also exploring ways to include sources of error beyond those 
due to surface forcing. 



                                                                                                   16  

 
Figure 5.2  RMS difference between simulations and data for temperature and salinity, averaged over all available 
CTD profiles for the period 7/1996 - 12/1998 (Johnson et al., 2000).  Temperature (a,b,g,h), salinity (c,d,i,j) and 
zonal velocity (e,f,k,l) data is shown for northern and southern halves of the Niño 3 (150ºW-90ºW) and Niño 4 
(160ºE-150ºW) regions.} 
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5.4 Multivariate Ensemble Kalman Filter Development and Applications  
 
Accounting for biased model errors 
 
As with most ocean models, the vertical structure from the Poseidon model in the equatorial 
region suffers from systematic biases.  This is especially true for temperature as the thermocline 
layer becomes too diffuse in response to vertical diffusion.  At present, the three components of 
the NSIPP ODAS do not explicitly account for the model bias.  Rather, like most data 
assimilation methods, these algorithms are derived under the assumption that the data errors as 
well as the models errors have unbiased statistical distributions.  In practice, this seems to have 
repercussions only during the first few analyses during which the initial effect of the temperature 
assimilation is to tighten the thermocline along the Equator.  Once this adjustment has taken 
place, the assumption of unbiased forecast errors is approximately satisfied and further 
improvements caused by the assimilation are mainly the result of correcting the unbiased error 
component. 
 
Although the assumption of unbiased model errors appears to have only a small repercussion 
over the long run, we have adapted a recent algorithm (Dee and DaSilva 1998), which is 
theoretically valid even with biased prognostic fields, to the NSIPP ODAS framework.  Initial 
tests with the new bias-correction algorithm with the MvEnKF indicate that the time-mean 
model fields converge to the time-mean observations faster than when the bias-correction 
algorithm is not used.  Figure 5.3 illustrates the application of the bias estimation algorithm with 
the MvEnKF in a 60-day TAO-temperature assimilation experiment starting on January 1, 1996 
by showing the evolution of the estimated temperature bias along the Equator.  The left panels 
correspond to the temperature increments.  The right panels show the bias estimate.  In the 
absence of a priori information about the model drift, the initial bias estimate before the first 
analysis is zero everywhere.  In the first analysis (top panels), the temperature-field correction is 
large (left) and the bias estimate is small (right).  After about 20 days, the temperature field 
corrections have become much smaller than the initial correction as the model estimate has 
improved in response to the earlier analyses.  Between 20 days and 60 days, the bias estimate 
continues to evolve (bottom three right panels) as more information about the model error 
distribution becomes available, although the changes are not as important as during the first 20 
days of the experiment.  We are currently in the process of fine-tuning the bias-correction 
scheme in the light of this encouraging initial result and have undertaken experiments to assess 
the impact of the bias correction on the quality of the assimilation products. 
 
Temperature data assimilation 
 
Since the last progress report, we have submitted two articles discussing the application of the 
MvEnKF to the assimilation into Poseidon of TAO temperature data (Keppenne and Rienecker, 
2002a, 2002b).  As well as documenting our assimilation system, we have undertaken a cross-
validation of the multivariate assimilation of temperature data by examining how the corrections 
applied to the T, S, u and v fields when the TAO-temperature data are processed affect the 
accuracy of the model velocity and surface height fields.  Independent acoustic Doppler current 
profiler (ADCP) current data and T/P SSH anomalies were used for this purpose. 
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Figure 5.3  Evolution of the temperature increments along the Equator (left) and of the temperature-bias estimate 
(right) in a 60-day TAO-temperature assimilation experiment with the MvEnKF.  From top to bottom: initial 
increment and bias estimate after the first analysis (top) followed by increments and bias estimates at 20 days 
(second row), 40 days (third row) and 60 days (bottom). 
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One of the important issues with the MvEnKF is the validity of its forecast error estimates.  With 
the MvEnKF, the error variance (main diagonal of fP ) is estimated by measuring the ensemble 
spread.  Figure 5.4 shows how the ratio of the root-means-square (RMS) ensemble spread for 
temperature (EnRMS) to the RMS temperature innovation (RMSI) evolves during a three-month 
period during which TAO temperature data are assimilated into Poseidon every five days.  The 
EnRMS is calculated before each analysis, after interpolation of the model temperature field to 
the location of each TAO measurement.  It estimates the RMS forecast error for temperature.  Its 
ratio to the RMSI is thus an indicator of how well the ensemble spread accurately predicts the 
RMS error. 
 

 
 
Figure 5.4  Evolution of the ratio of the RMS ensemble spread for temperature (taken at the location of each 
measurement) to the RMS temperature innovation during a three-month TAO-temperature assimilation experiment.  
The diamonds indicate the time of each analysis. 
 
 
The ratio of the EnRMS to the RMSI drops to a value of 0.98 between the first and fourth 
analyses.  Hence, the ensemble spread is in good agreement with the actual errors at the time of 
the fourth assimilation.  After the fifth analysis the RMS ratio keeps declining, albeit more 
slowly than between the first and fifth analyses.  Moreover, the rate at which the RMS ratio 
declines between two successive analyses is roughly constant after the fifth analysis.  A plausible 
explanation is that the process-noise model does not account for enough variability since, at 
present, the system noise is represented solely by modeling the errors in the surface wind stress 
and heat flux forcing.  In order for the RMS ratio to stay close to unity until the end of the 
experiment, it will be necessary to include a term to simulate the model errors in the system 
noise representation.  Such a system noise representation is in development.  Without it, the data 
assimilation would eventually fail if the experiment were continued for several years.  The 
failure would result from the MvEnKF gradually attributing less weight to the observations even 
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though the forecast does not become gradually more accurate after the RMSI has reached a 
steady state. 
 
Ongoing developments 
 
Following the promising results encountered in using the MvEnKF to process observations with 
the Pacific basin version of Poseidon, our highest priority now is to apply the algorithms to 
assimilate data into the global version of the OGCM--in preparation for integrating the MvEnKF 
into the NSIPP coupled forecasting system. 
  
 
6.  Land Data Assimilation 
 
Seasonal climate forecasting must rely on the correct initialization of the slow components of the 
Earth system, namely the oceans and the land surface.  At the land surface, soil moisture controls 
the partitioning of moisture and energy fluxes to the atmosphere and is a key variable in weather 
and climate prediction.   The memory associated with soil moisture is likely the chief source of 
forecast skill for mid-latitude continental summer precipitation (Koster et al., 2000). 
 
The main focus of the NSIPP land assimilation effort has been to assess the relative merits of the 
Ensemble Kalman filter (EnKF) and the Extended Kalman filter (EKF) for soil moisture 
initialization within the NSIPP forecast system.  Both assimilation algorithms take into account 
model as well as measurement uncertainties and provide dynamically consistent estimates of the 
soil moisture state.  In a fraternal twin experiment for the south-eastern United States we 
assimilated synthetic observations of near-surface soil moisture once every three days, neglecting 
horizontal error correlations and treating catchments independently (Reichle et al., 2001).  We 
calibrated the model error variances for both filters such that they perform as best as they can, 
using as an aggregate performance measure the sum of the average actual errors in the surface 
excess, the root zone excess, and the catchment deficit (Figure 6.1).  After calibration, both 
filters provide satisfactory estimates of soil moisture (Figure 6.2).  The average actual estimation 
error in the (volumetric) moisture content of the soil profile is 1.64 % for the EKF, 1.62 % (or 
1.49 %; or 1.40 %) for the EnKF with 4 (or 10; or 500) ensemble members, and 5.59 % without 
assimilation.  This implies that in our application, the EKF and the EnKF with four ensemble 
members are equally accurate at comparable computational cost.  We also demonstrated that 
nonlinearities in soil processes are treated adequately.  While expected error covariances of both 
filters are largely in agreement, they generally differ from actual estimation errors.  This is 
attributed to the less than perfect representation of the model errors in our synthetic experiment. 
 
Perhaps the most difficult part of implementing any data assimilation method is to determine 
appropriate model error covariances.  This problem is confounded by the scarcity of independent 
data that would allow us to verify the soil moisture estimates from the assimilation system on a 
global scale.  In our synthetic experiment, we simply used the actual errors (estimate minus 
synthetic truth) as an objective criterion to select appropriate model error variances, but this is of 
course impossible when satellite data are assimilated.  Fortunately, all data assimilation systems 
produce innovations (observations minus model forecast).  Most recently, we have demonstrated  
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that the innovations that are produced by our EnKF land assimilation system contain valuable 
information about the validity of the assumed model error covariances (Reichle and Koster, 
2002).  It turns out that the statistics of the innovations can be used as an indicator of estimation 
accuracy and thereby for identifying appropriate model error covariances. 
 
In summary, the key advantages of the EnKF for land assimilation are:  
 
 (1) The EnKF performance can be increased by increasing the ensemble size. 
 (2) The EnKF can account for a wider range of model errors. 
 (3) The EnKF can be extended to account for horizontal error correlations.  
 
If present, horizontal correlations allow spreading information to unobserved locations. 
Because of its flexibility and its performance in our study, the EnKF is the more promising 
approach for soil moisture initialization problems.   
 
 
 
 
 

 
 
 
 
 
Figure 6.1  Aggregate estimation error as a function of the model error standard deviations for the (a) EKF and (b) 
EnKF with N=10 ensemble members.  The difference in scales in the aggregate estimation error reflects the superior 
performance of the EnKF.  The difference in scales in the model error parameters is due to the difference in model 
error correlation times (EKF requires white model errors while in the EnKF we use a three-day correlation time). 
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Figure 6.2  Time-average error of the moisture content (m.c.) prior to assimilation, for the EKF, and for the EnKF 
with N=10 ensemble members. Units are volumetric moisture percent. 
 
 
7.  Atmospheric Model Development 
 
7.1 Atmosphere 
 
Major modifications were undertaken in the physical parameterizations used by the NSIPP 
atmospheric general circulation model (AGCM).  These modifications were aimed primarily at 
improving the model’s simulation of boundary layer clouds over the ocean, especially maritime 
stratus decks and the stratus - trade cumulus transition.  A prognostic cloud condensate scheme 
was implemented, as well as a shallow convection/PBL entrainment parameterization scheme.  
Changes to existing parameterization schemes, including convection, radiation and turbulence 
schemes were also made. 
 
The prognostic cloud scheme implemented in the NSIPP AGCM borrows from the earlier 
schemes of Del Genio et al. (1996) and Sud and Walker (1999).  Two sources of cloud 
condensate are included - from detraining convection, and from large-scale (or statistical) 
condensation.  The statistical source is parameterized by assuming a uniform PDF of specific 
humidity, with a width given by a fraction of the local saturated value.  Cloud fraction (by 
volume) is kept as a prognostic variable as well as cloud condensate mixing ratios as in Tiedtke 
(1993).  This is especially useful in determining cloud fraction produced by convective mass 
fluxes.  
 
Losses of cloud condensate, l, and cloud fraction occur through of a variety of microphysical 
processes.  These processes include autoconversion of cloud water to precipitation (A), collection 
or accretion of cloud water by precipitation (C), and evaporation (E) (Figure 7.1).  
Autoconversion from cloud condensate to precipitation is formulated as in Sundqvist (1989) and 
Sud and Walker (1999).  Evaporation of cloud condensate is formulated according to Del Genio 
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et al. (1996).  A final pathway in the AGCM water cycle is given by re-evaporation of 
precipitation R, which is formulated analogously to condensate evaporation. 
 
 
 
 

 
 
 
 
Unfortunately, little observational guidance exists for the relative global magnitudes of these 
conversion terms (except for E and P0).  Satellite estimates for the reservoirs q and l exist and 
can provide some information.  Examples of vertically integrated conversion terms as well as q 
and l from a recent short (5-month) AGCM experiment are shown below in Figure 7.2.  The 
sizes of the vertically-averaged reservoirs q and l averaged between 40S and 40N are in rough 
agreement with satellite estimates (not shown).  The sizes of the loss terms for liquid water are 
comparable to those reported in Rostayn (1999).  It is important to note that the relative 
importance of the conversion terms is sensitive to the choice of tunable parameters.  It is possible 
to obtain equally reasonable simulations of q and l with different parameter choices.   Careful 
tuning of these parameters has yet to be performed. 
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Figure  7.1  Schematic of water cycle in AGCM with prognostic   
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A)                 B) 

 
C)      D) 

 
E)      F) 

 
G)      H) 

 
Figure 7.2  (a) Total precipitable water from NSIPP AGCM for June 1989 as a function of latitude and 
longitude in kg m-2; (b) liquid water path in g m-2 ; (c) SSMI estimate of total precipitable water (kg m-2); 
(d) ISCCP estimate of cloud liquid water path (g m-2) ;(e) vertically integrated source of condensate from 
large scale condensation in kg m-2 d-1 ; (f)  vertically integrated source of condensate from convection in kg 
m-2 d-1; (g) vertically integrated loss of condensate from due to autoconversion in kg m-2 d-1 ; (h) vertically 
integrated loss of condensate from due to evaporation in kg m-2 d-1. 
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Entrainment/Shallow Convection 
 
Adequate simulations of maritime stratus decks in AGCMs are as likely to depend on boundary 
layer parameterizations as on inclusion of detailed cloud microphysics.  Numerous investigators 
have suggested that the key to simulating realistic boundary layer clouds lies in correctly 
diagnosing the rate of entrainment at the top of the boundary layer (e.g., Grenier and Bretherton, 
2001).  Moisture and potential temperature gradients at the top of the stratus-capped maritime 
boundary layer are strong, so that small differences in turbulent transport can have a large impact 
on cloud distributions.  Standard dry turbulence schemes tend to underestimate PBL-top 
entrainment, leading to overly wet, cool marine BLs and excessive low cloud cover. 
 
The NSIPP AGCM includes a simple 1st-order, dry PBL scheme (Louis et al., 1983).  The  
scheme appears to perform well in many respects, such as in its overall reproduction of tropical 
temperature and moisture profiles.  However, without modification, the scheme leads to 
excessive low-level cloudiness throughout the sub-tropics.  In order to overcome this problem, a 
relatively simple, plume-based entrainment calculation was added to the basic Louis scheme. 
This calculation is accomplished using a 1D linearly entraining moist plume model to estimate 
the strength of overshooting moist thermals originating from the surface layer, (Figure 7.3). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Overshooting moist updrafts from 
surface begin to detrain where B 
(buoyancy force) < 0. 

Parcels from above PBL mix into cloud and 
may initiate negatively buoyant cool 
downdraft.   

BL top 

Figure 7.3  Schematic diagram of plume based PBL-top entrainment parameterization.  Moist 
plumes from surface layer penetrate top of BL due to added buoyancy from moist condensation.  
Parcels from free atmosphere are forced into cloudy PBL by detraining moist updrafts.  
Evaporative cooling can destabilize parcel with respect to surroundings. 

wu 

wd 
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This parameterization is intended to simulate the effects of shallow moist convection and cloud 
top entrainment instability on boundary layer structure, and, in particular, to capture the break-up 
of marine stratus decks over subtropical oceans.  Tests with the NSIPP AGCM show some 
success in these areas.  Figure 7.4 shows maps of low cloud cover as well longitude-pressure 
sections through the California stratus region (~26N) from the same model experiment used to 
produce Figure 7.2.  Comparison with ISCCP data (Figure 7.4b) shows general agreement in 
pattern.  The model’s stratus decks are not extensive enough, while midlatitude-polar cloudiness 
is too high.   The cross-sections (Figures 7.4c, d) reveal what appears to be a qualitatively 
reasonable distribution of clouds and cloud condensate in the California stratus region.  The 
simulated cloud decks slope gradually upward in the west, reaching heights of around 1000m 
near 150W, before breaking up into shallow cumulus.  Peak condensate mixing ratios are 
somewhat low.  It is not yet clear whether this is related to microphysical or turbulent processes. 
Double ITCZ sensitivity studies 
 

A) 

C) D) 

Figure 7.4  (a)  low level (>700mb) cloud cover for June 1989 from the NSIPP AGCM with prognostic clouds and 
PBL entrainment;  (b) ISCCP low cloud fraction for June 1989; (c) longitude-pressure section along 26N – 
California stratus region – of cloud fraction from the model; and (d)  longitude-pressure section along 26N of cloud 
condensate mixing ratio (g/kg). 

B) 
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Along with the introduction of new physical parameterizations in the NSIPP AGCM, extensive 
parameter sweeps were done with the previous “frozen” version of the model (patch4, NSIPP1).  
The aim of these studies was to identify factors controlling the formation of so-called double 
ITCZs in the model tropics.   
 
For most of the year, observed rainfall shows a single ITCZ in both the Pacific and Atlantic that 
is located 5-10 degrees north of the Equator.  AGCMs frequently show a pronounced second 
ITCZ, especially in the Pacific, at similar latitudes south of the Equator.  Anecdotal evidence 
suggests that the appearance or disappearance of double ITCZs in AGCM simulations may be 
sensitive to a number of convection related parameters.  The particular sensitivity appears to be 
highly model dependent and the sensitivity found in one model does not necessarily carry over to 
other models.  In the NSIPP AGCM the double ITCZ responds to changes in microphysical 
parameters used within the convection parameterization.   
 

 
 
 
 
 

Figure 7.5  Three season mean precipitation  June-August 1988-1990 from two AGCM experiments.  Top 
panel has rapid autoconversion and weak rain re-evaporation.  Bottom panel has slow autoconversion and 
strong rain re-evaporation. 
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Figure 7.5 shows precipitation from two experiments with different microphysical rate constants 
employed within RAS.  One experiment (Figure 7.5, top) has efficient convective precipitation, 
i.e., rapid autoconversion and weak rain re-evaporation, the second (Figure 7.5, bottom) has 
inefficient convective precipitation.  The case with high efficiency exhibits a pronounced double 
ITCZ, while in the case with low efficiency a single ITCZ is present.  These experiments used an 
earlier version of the NSIPP AGCM with diagnostic clouds and no PBL entrainment, but recent 
experiments with the latest version of the model exhibit a similar sensitivity.  
 
7.2 Land Surface Model Development 
 
As reported last year, Sarith Mahanama, a post-doctoral associate, tested the NSIPP-Catchment 
model offline in the Torne/Kaliz River system in northern Scandinavia as part of the PILPS 2E 
project.  This year saw the completion of those tests and the further testing of the model across a 
large section of the Rhone River basin as part of the GSWP Rhone-AGG model intercomparison 
experiment.  The catchment model performed quite well in both tests. 
 
Model development this past year has focused on improving runoff generation through improved 
treatments of "stormflow" and baseflow, through collaborative work with Marc Stieglitz of 
Columbia University.  Stormflow is subsurface lateral flow above the main water table (e.g., due 
to perched water tables) that responds more slowly to precipitation than surface runoff but much 
more quickly than baseflow.  Stieglitz's group has developed a simple approach for modeling 
stormflow (Shaman et al., submitted), and a version of their scheme has been successfully tested 
in the NSIPP-Catchment model.  Baseflow generation in the real world is affected by spatial 
variability in bedrock depth, which results, for example, from the accumulation of soil in 
lowland areas at the expense of hilltops.  Working with Stieglitz's group, we have successfully 
tested an approach for including this effect in the NSIPP-Catchment model.  Stieglitz's group 
was also instrumental in the complete recoding of the snow module into a more reliable form that 
is also more suitable for snow data assimilation studies. 
 
Global datasets of model parameters have been improved.  Colin Stark of Columbia University 
has provided NSIPP with a rasterized description of catchment locations across the globe, a 
dataset much more amenable to manipulation than the polygon description used earlier.  Using 
Stark's dataset, Sarith Mahanama has processed the catchment topography, soil, and vegetation 
information into global datasets of NSIPP-Catchment model parameters, setting the stage for 
AGCM simulations with the NSIPP-Catchment model.  Preliminary simulations have indeed 
been performed with the coupled models.  Relative to the Mosaic model (which is used 
operationally in the NSIPP system), the NSIPP-Catchment model seems to produce less 
precipitation over land in many regions, bringing the simulated precipitation more in line with 
observations (Figure 7.6).  More work needs to be done in the coming year, however, to evaluate 
the NSIPP-Catchment model's behavior in the coupled system. 
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Figure 7.6  First look at the impact of the new land surface scheme on precipitation in the NSIPP system.  Top: July 
2001 precipitation generated by the NSIPP AGCM coupled to the NSIPP-Catchment model (single realization), 
following several years of spin-up.  Middle: July 2001 precipitation generated by the NSIPP AGCM coupled to the 
Mosaic land surface model (average of 16 realizations), following several years of spin-up.  Bottom: Observed July 
2001 precipitation from GPCP.  Units are mm/day.
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8.  Other Investigations 
 
8.1 Equatorial Pacific Waves on Seasonal and Interannual Timescales 
 
An ocean hindcast for the period of 1988-98 was used to study equatorial wave processes and 
their role in interannual variations along the equator.  It was found that the reflection of the 
interannual Rossby waves at the Pacific western boundary is far from the linear theory, 
suggesting strong nonlinearity in the western boundary reflection.  In contrast, the reflection of 
the Kelvin waves at the Pacific eastern boundary is in perfect agreement with the linear theory.  
The western boundary reflection is found to play a very important role in ENSO. 

 
The roles of the Kelvin and Rossby waves in the seasonal cycle of the equatorial Pacific were 
also investigated.  The reflection of the first baroclinic Kelvin and Rossby long waves at the 
western and eastern boundaries is in good agreement with linear theory.  The semi-annual signals 
in the far eastern equatorial Pacific were strongly influenced by the semi-annual oscillations in 
the far western Pacific.  In contrast, the semi-annual oscillations in the far western Pacific were 
influenced very little by the semi-annual signals in the far eastern Pacific.  Instead, they were 
forced by the local monsoon and the Rossby waves from the central-eastern equatorial Pacific. 
 
8.2 Atmospheric Circulation and Precipitation Over South America 
 
South American circulation and precipitation are modulated by the Southern Oscillation (SO) in 
interannual timescales and by the South Atlantic Convergence Zone (SACZ) and frontal 
passages on submonthly timescales.  Observed and reanalysis datasets, as well as NSIPP1 
simulations are being used to study how the SO and SACZ affect the South American low-level 
jet (SALLJ), the Amazon and Atlantic Intertropical Convergence Zones (ITCZs), the water 
budget over South America, and the precipitation and convective system formation over South 
America. 
 
SO-Related South American Circulation and Precipitation Variability and Predictability 
 
NSIPP1 AMIP-style simulations reproduce the mean observed JFM circulation over South 
America during normal years.  During Niño years the AMIP simulations capture the observed 
enhanced trade winds and decreased precipitation in the Amazon Basin and Atlantic ITCZ, as 
well as the observed enhancement of the SALLJ and some of the observed enhancement of 
precipitation in subtropical South America. 
 
A 20-year long NSIPP1 'perpetual Niño' simulation was produced by forcing the model with 
SSTs that consisted of climatological SSTs plus Pacific Niño SST anomalies.  The results 
obtained in the 'perpetual Niño' simulation were very similar to those of the Niño years in the 
AMIP simulation, suggesting that Pacific Ocean SST anomalies alone determine most of the 
observed strengthening of the South American Monsoon System observed during Niño years.  
This includes the strengthening of the SALLJ, the increase in trade easterlies and decrease in 
precipitation in the Atlantic ITCZ and Amazon Basin, and, to a lesser extent, the increase in 
precipitation over subtropical South America. 
 
Preliminary analysis of the NSIPP1 Dynamical Seasonal Prediction simulations suggests that 
there is hope for predictability of the summertime precipitation and circulation in South America.  
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The interannual variability of the tropical precipitation and circulation in South America and 
adjoining oceans is dominated by signal, that is, by the interannual variability of SST anomalies.  
The SALLJ and SACZ are less predictable because they are strongly influenced by baroclinic 
waves whose nature is much more chaotic. 
 
Variability of South American Convective Cloud Systems and Circulation During January-
March 1998 and 1999 
 
According to the NCEP reanalysis, the South American low-level jet (SALLJ) was nearly twice 
as strong during January-March (JFM) of the 1998 El Niño episode than during JFM of the 1999 
La Niña episode.  The difference in SALLJ strength between these two years translated into a 
stronger transport of moist tropical air into the subtropics during JFM98 than during JFM99.  An 
objective analysis technique was used to identify large, long-lived convective cloud systems in 
infrared imagery.  The stronger SALLJ resulted in larger and more numerous convective cloud 
systems and nearly twice as much rainfall in subtropical South America (parts of Southern 
Brazil, Uruguay, and Argentina) during JFM98 than during JFM99.  The difference between 
JFM98 and JFM99 SALLJ strength in Bolivia is explained in part by submonthly variability 
associated with the SACZ, but also by interannual variability associated with the Southern 
Oscillation. 
 
In the tropical portions of South America nearly six times more convective cloud systems were 
observed during JFM99 than during JFM98. This was accompanied by more plentiful 
precipitation in the Amazon basin and in the Bolivian Altiplano during JFM99 than during 
JFM98.  Interannual variability associated with the Southern Oscillation was an important 
contributor to the observed convective cloud system and precipitation differences in tropical 
South America.  
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